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Introduction: Cancer of the nervous 
system is one of the most common 
types of cancer in the world and most-
ly due to presence of a tumour in the 
brain. The symptoms and severity of 
the brain tumour depend on its lo-
cation. The tumour within the brain 
may develop from nerves, dura (me-
ningioma), pituitary gland (pituitary 
adenoma), or from the brain tissue 
itself (glioma). 
Material and methods: In this study 
we proposed a  feature engineering 
approach for classification magnetic 
resonance imaging (MRI) of 3 kinds of 
most common brain tumour, i.e. glio-
ma, meningioma, pituitary, and no-tu-
mour. Here 5 machine learning clas-
sifiers were used, i.e. support vector 
machine, K-nearest neighbour (KNN), 
Naive Bayes, Decision Tree, and En-
semble classifier with their paradigms. 
Results: The handcrafted features 
such as histogram of oriented gra-
dients, local binary pattern features, 
and grey level co-occurrence matrix 
are extracted from the MRI, and the 
feature fusion technique is adopted 
to enhance the dimension of feature 
vector. The Fine KNN outperforms 
among the classifiers for recognition 
of 4 kinds of MRI: glioma, meningi-
oma, pituitary, and no tumour, and 
achieved 91.1% accuracy and 0.95 area 
under the curve (AUC).
Conclusions: The proposed method, 
i.e. Fine KNN, achieved 91.1% accuracy 
and 0.96 AUC. Furthermore, this mod-
el has the possibility to integrate in 
low-end devices unlike deep learning, 
which required a complex system.

Key words: brain tumour, machine 
learning, feature extraction, feature 
fusion, classification.
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Introduction

A brain tumour is a mass of abnormally growing cells in the brain or skull. 
Some brain tumours are harmless, while others are dangerous. Tumours can 
start in the brain itself (primary) or the cancer can spread from another part 
of the body to the brain (metastasis). Treatment options depend on the type 
of tumour, its size, and its location. The World Health Organization made 
a classification and grading system to make it easier to converse about brain 
tumours, plan treatments, and predict how they will turn out. Figure 1 shows 
how tumours are categorised by the type of cells they are made of or where 
they started.

This research aims to develop automated approaches that will assist 
medical professionals in making diagnoses, to reduce the likelihood of in-
correct diagnoses and give higher priority to complex patient diagnoses. In 
particular, the goal of this research is to automate the process of classifying 
different types of brain tumours based on images of patients’ brains. When 
analysing brain scans, a radiologist needs to look at several image slices 
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Fig. 1. Anatomical view of brain with location of tumour
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to properly diagnose any health problems. This process is 
time consuming. We want to be able to confidently identi-
fy the many types of brain cancer to increase the efficiency 
with which care is provided, while leaving the most diffi-
cult diagnoses to medical specialists.

It is difficult to automatically detect different forms 
of brain tumours. Previous studies have resulted in the 
development of specialised algorithms for the automat-
ed classification of brain tumours. Paul et al. suggested 
a deep learning system for the purpose of classifying brain 
images containing several types of tumours, including me-
ningioma, glioma, and pituitary [1]. In the present study,  
989 T1-weighted axial pictures were taken into consider-
ation, and 91.43% accuracy was attained with 5-fold cross 
validation. A convolutional neural network (CNN) was de-
veloped by Abiwinanda et al. to automatically classify the 
3 most frequent forms of brain tumours, namely gliomas, 
meningiomas, and pituitary tumours, without the need for 
any region-based pre-processing processes [2]. A total of 
3064 T1-weighted contrast-enhanced magnetic resonance 
images (MRI) that are available to the public on Figshare [3] 
were used in this study. The results of the experiment 
showed that the accuracy of the training was 98.51%, 
while the accuracy of the validation was 84.19%. Kader et 
al. presented a differential deep CNN model (differential 
deep CNN) to categorise different kinds of brain tumours, 
including abnormal and normal MRI pictures [4]. This mod-
el is based on deep convolutional neural networks. To ob-
tain more differential feature maps, differential operators 
are utilised in the extraction process.

The differential deep CNN model has a number of ben-
efits, one of which is the ability to analyse the pixel direc-
tional pattern of images by applying contrast calculations. 
Another benefit is the model’s high capacity to categorise 
a large image database. The dataset that was utilised in 
this study consisted of 25,000 MRI scans of the brain. 
This dataset included both aberrant and normal images, 
and it resulted in an accuracy of 99.25%. Ali et al. intro-
duced a technique called extreme learning machine local 
receptive fields for classifying tumorous and non-tumor-
ous MRIs of the brain [5]. In this location, coronal views  
of 9 patients were acquired for training purposes, while  
7 patients were imaged for testing purposes. The informa-
tion regarding the dimensions of the dataset is lacking. 
The author asserted that their work was accurate 97.18% 
of the time. A fully automatic model for the segmentation 
and classification of brain tumours has been presented 
by Díaz-Pernas et al. [6], and it makes use of a deep CNN 
that takes a multiscale approach. Meningiomas, gliomas, 
and pituitary tumours are the 3 forms of tumours that are 
categorised in this section. The dataset contains 3064 im-
ages with sagittal, coronal, and axial perspectives, and the 
accuracy rate was calculated to be 97.3%. For the purpose 
of 3-way (meningioma, glioma, and pituitary) classifica-
tion of brain MRI, Saleh et al. analysed and compared the 
performance of 5 pre-trained models: Xception, ResNet50, 
InceptionV3, VGG16, and MobileNet [7]. The dataset con-
tained 4480 pictures that have been separated into the 
following 3 categories: training, validation, and testing 
(unseen images). The training group contained a total  

of 2880 pictures, including 520 representations of each 
form of brain tumour. The validation group comprised 
a total of 800 photos, with each form of brain tumour ac-
counting for 200 of the total number of images. The testing 
group had access to a total of 800 photos, with each form of 
brain tumour comprising 200 photographs. The F1-scores 
obtained as a consequence indicate that Xception had 
a score of 98.75%, resnet50 had a score of 98.50%, incep-
tionv3 had a score of 98.00%, vgg16 had a score of 97.50%, 
and MobileNet had a score of 97.25%. Glioma, pituitary, 
and meningioma are the 3 categories of brain pictures that 
may be classified using an approach proposed by Deepak 
et al. [8]. This approach is a combination of deep features 
and GoogLeNet. In this case, 3096 photos were employed, 
and with 5-fold cross validation, an accuracy rate of 98% 
is reached on average. The vgg19 was improved by Swati 
et al. using a block-wise fine-tuning method [9]. Under 
5-fold cross-validation, the modified model was tested us-
ing T1-weighted pictures that are publicly available on the 
Figshare repository, and it attained an average accuracy of 
94.82%. In both traditional machine learning [10–13] and 
the more recently utilised deep learning models [14–18], 
a large number of studies have been reported for classifi-
cation and segmentation. Again, for brain tumour classifi-
cation a deep learning model also achieved satisfactory re-
sults [19–22]. Furthermore, deep learning works only with 
large amounts of data. Training it with large and complex 
data models can be expensive. It also needs extensive 
hardware to perform complex mathematical calculations; 
hence, we chose machine learning rather than deep learn-
ing approaches.

The main objective of this study is to propose a medical 
diagnostic support system for brain tumour classification, 
i.e. to set up an automated system that can accurately 
classify the types of brain tumour from MRI using machine 
learning, and to show that with feature engineering, we 
can find comparable accuracy to deep learning.

The primary benefit of utilizing machine learning models 
is that they allow for a better interpretability of the classifi-
cation model because they are based on feature engineer-
ing. Feature extraction is a particular kind of dimensional-
ity modification. The chief purpose of this technique is to 
capture the important characteristics of the raw data and 
interpret this character in a less dimensionality space [23]. 
In this work, we used 3 methods for feature extraction, 
which involved local binary pattern, the histogram of ori-
ented gradient, and grey level co-occurrence matrix. Local 
binary patterns (LBP) are an effective descriptor in tasks of 
recognition and computer vision [24]. The local binary pat-
terns coding the grey levels of an image by comparing the 
central pixel with its neighbours and the result counted as 
a binary number converted to decimal number substitutes 
the central pixel value. A histogram of oriented gradients 
(HOG) is an introduced object descriptor, focalizing on 
the structure or appearance of an object in an image. The 
histogram of oriented gradients provides distinguishing 
features when lighting variation and background noise, so  
it is an effective descriptor [24]. The grey level co-occur-
rence matrix (GLCM) is one of several popular texture 
examination techniques that calculate the occurrence  
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of specific grey levels about other grey levels. The grey lev-
el co-occurrence matrix measures the frequency of vari-
ous sequences of grey level values that appear in a region 
of interest [25]. This technique examines the association 
among adjacent pixels; the original pixel is identified as 
a reference, and the other is a neighbour pixel. Further-
more, we have taken the most prominent discriminato-
ry features of each extraction technique. Deep learning 
models, on the other hand, are black box networks whose 
workings are extremely difficult to understand due to the 
complex design of the network. As a matter of fact, fea-
ture engineering is an essential part of the medical and 
diagnostic field for doctors because it gives them the abil-
ity to know the importance and impact of each feature 
on the classification and identification of cancer types, in 
contrast to deep learning models, which are black box net-
works. The main aim of this research was to find the opti-
mal performance in brain tumour classification using mul-
ticlass data with numerous training models by means of 
machine learning with its paradigms. Again, comparative 
analysis can be done within the machine learning models 
with their paradigms for brain tumour classification.

The major contributions of this work are as follows: 
•	 for the first time, the concept of feature engineering is 

applied to the 4-class brain tumour classification prob-
lem;

•	 three set of features such as GLCM, LBP, and HOG are 
extracted from brain MRIs, and then these features are 
used in various classifiers, namely support vector ma-

chine, K-nearest neighbour (KNN), naïve Bayes, tree, and 
ensemble classifier;

•	 all the classification methods are evaluated in single set 
feature and combined set of features;

•	 the combined set of features, i.e. GLCM + LBP + HOG, 
contributed 91.1% accuracy and 0.95 area under the 
curve (AUC) in fine KNN;

•	 the proposed method gives very good performance even 
with a small dataset, and it is comparable to the deep 
learning approach.
Structure of the article: The second section discusses 

the resources and approaches that were utilised. The re-
sults of the experiment are presented in Section 3, along 
with a commentary of them. The conclusion can be found 
in section 4, which comes last.

Material and methods

This section details the dataset and the adapted meth-
odology. 

About the dataset

The brain dataset investigated in this study is collected 
from the Figshare repository [3]. The dataset compris-
es TI-weighted MRI of no tumour and 3 different types 
of tumours: meningioma, glioma, and pituitary. Image 
resolution of 512 × 512 with different views such as ax-
ial (transverse plane), coronal (frontal plane), or sagittal 
(lateral plane) planes was used in this dataset. The sam-
ple distribution based on the number of classes consisted  
of 826, 822, 827, and 395 sample instances of glioma, 

Fig. 2. Samples of brain magnetic resonance imaging. 1st line: axial, 2nd line: coronal, 3rd line: ssagittal, glioma (A), meningioma (B), pituitary (C), 
no tumour (D)

A B C D
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meningioma, pituitary, and no tumours, respectively.  
The sample of 3 types of brain tumour is shown in Figure 2.

Methodology

Figure 3 provides an overview of the methodology used 
to classify brain tumours. A total of 2870 T1-weighted 
 MRIs were utilised throughout all phases of this study. 
The features of the images were extracted before the ma-
chine learning system classified the images according to 
their class. 20% of the dataset was utilised as test data, 
and 80% was used for training data (randomly chosen).  
The machine learning algorithm was trained using  
the training set’s visual features. Finally, image attributes 
of the testing set were utilised to evaluate the model’s 
performance. The models were run on an HP pavilion i5, 
Windows 10, 8 GB RAM, MATLAB 2021a platform.

Features were measurable quantities that could be use-
ful for a predictive analysis for classification. The features 
contained in MRI are vital for disease diagnosis, and effi-
cient feature extraction is crucial for improving diagnostic 
accuracy and cancer classification.

The extracted image characteristics were fed into ma-
chine learning algorithms. Support vector machine, KNN, 
tree, naive Bayes, and ensemble classifier were the ma-
chine learning techniques employed. These machine 
learning algorithms were trained with the training set’s 
visual characteristics. 

In this paper we extracted 13 GLCM, 36 HOG, and 59 LBP 
features. Here, to enhance the performance of classifica-
tion models, the feature fusion technique was introduced.  
The combination of GLCM + LBP, GLCM + HOG, HOG + LBP 
and GLCM + HOG + LBP were fed into the classifiers and 
the performance was recorded. 

Result 

This section presents the results obtained from the  
5 classifiers under investigation in this paper. Indeed, the 
performance of the models was determined using the test 
data. To construct the most effective feature extraction 
strategies, we compared the performance of models with 
respect to single set and combined set features in this study.

The performance of 5 classifiers with their paradigms 
are recorded in Table 1 in terms of accuracy and AUC with 
respect to a single feature set. Here the considered feature 
sets are GLCM, HOG, and LBP. The observation made from 
Table 1 is that the highest accuracy achieved using single 
feature set, i.e. HOG is 85% in subspace KNN. The AUC of 
subspace KNN using the HOG feature is 0.97. Again, the 
performance contributed by subspace KNN using GLCM 
feature is 60.8% accuracy and 0.81 AUC and LBP 80.5% 
accuracy and 0.94 AUC. Furthermore, the accuracy and 
AUC achieved by classifiers other than subspace KNN are  
approximately 80% and 0.85, respectively.

Discussion

In the second phase the features extracted from MRI 
are combined, such as GLCM + HOG + LBP. The perfor-
mance of different combinations of feature sets are re-
corded in Table 2. It was observed from Table 2 that the 
fine KNN performed well for the classification of 4 types of 
brain MRI. In fine KNN the accuracy achieved was 88.7%, 
80.3%, 88.9%, and 91.1% by the combination of feature 
sets like GLCM + HOG, GLCM + LBP, HOG + LBP, and GLCM 
+ HOG + LBP, respectively. Furthermore, the AUC achieved 
by fine KNN using GLCM + HOG, GLCM + LBP, HOG + LBP, 
and GLCM + HOG + LBP is 0.94, 0.85, 0.94, and 0.96, re-
spectively. Overall, the highest performance recorded in 

Fig. 3. Overall work flow of methodology for classification brain tumour magnetic resonance imaging

GLCM – grey level co-occurrence matrix, HOG – histogram of oriented gradients, KNN – K-nearest neighbour, LBP – local binary patterns, MRI – magnetic resonance 
imaging, SVM – support vector machine
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Table 2. Brain tumour classification using magnetic resonance imaging based on a combination of feature sets

Classifiers  Accuracy  AUC

GLCM + 
HOG (%)

GLCM +
LBP (%)

HOG +
LBP (%)

GLCM +
HOG + LBP (%)

GLCM +
HOG

GLCM +
LBP

HOG +
LBP

GLCM +
HOG +LBP

SVM Linear 72.8 77.4 73.3 79.1 0.91 0.92 0.92 0.93

Quadratic 80.7 82.8 82.6 87.5 0.96 0.94 0.96 0.97

Cubic 85.0 81.0 85.4 87.8 0.97 0.94 0.97 0.97

 Fine gaussian 77.7 64.1 69.3 73.0 0.96 0.93 0.96 0.96

Medium gaussian 83.4 81.2 80.8 85.2 0.96 0.94 0.96 0.96

Coarse gaussian 69.7 68.5 68.3 71.4 0.90 0.88 0.90 0.89

KNN Fine KNN  88.7 80.3 88.9 91.1 0.94 0.85 0.94 0.96

Medium KNN 76.5 80.0 79.8 81.4 0.95 0.94 0.95 0.96

Coarse KNN 67.6 68.5 66.2 67.6 0.91 0.88 0.89 0.88

Cosine KNN 76.0 75.8 75.4 79.4 0.94 0.92 0.93 0.94

Cubic KNN 76.3 78.6 77.5 80.3 0.95 0.94 0.95 0.95

Weighted KNN 82.8 82.2 83.4 86.4 0.97 0.95 0.97 0.97

Naive Bayes 66.7 56.1 57.5 56.8 0.86 0.77 0.78 0.77

Tree Fine tree 65.9 69.0 67.4 74.9 0.82 0.83 0.81 0.83

Medium tree 62.2 64.6 63.4 67.9 0.84 0.82 0.82 0.82

Coarse tree 60.1 65.7 62.2 64.6 0.79 0.81 0.77 0.79

Ensemble Boosted trees 68.8 72.3 70.2 72.8 0.87 0.86 0.90 0.88

Bagged trees 79.3 75.6 75.6 81.9 0.92 0.91 0.90 0.94

Subspace 
Discriminant

69.5 73.7 71.1 76.0 0.89 0.90 0.90 0.90

Subspace KNN 63.4 62.0 85.5 65.5 0.84 0.82 0.98 0.84

Rus boosted trees 66.9 70.7 71.3 69.0 0.86 0.87 0.90 0.86

Table 1. Brain tumour classification using magnetic resonance imaging based on a single feature set

Classifiers  Accuracy  AUC

GLCM (%)  HOG (%) LBP (%) GLCM HOG LBP

SVM Linear 71.8 51.6 71.4 0.88 0.70 0.87

Quadratic 76.0 69.5 78.9 0.91 0.85 0.92

Cubic 79.3 76.3 76.3 0.93 0.89 0.92

Fine gaussian 77.7 73.2 64.1 0.90 0.94 0.87

Medium gaussian 72.8 71.6 76.5 0.89 0.87 0.91

Coarse gaussian 64.5 51.9 64.1 0.86 0.68 0.84

KNN Fine KNN 76.3 82.2 76.3 0.77 0.87 0.83

Medium KNN 70.7 71.3 71.8 0.87 0.84 0.90

Coarse KNN 63.1 55.9 63.1 0.84 0.75 0.86

Cosine KNN 72.6 70.7 67.4 0.88 0.86 0.88

Cubic KNN 71.1 70.6 71.1 0.87 0.83 0.90

Weighted KNN 77.9 77.4 73.9 0.89 0.90 0.92

Naive bayes 62.4 49.5 51.6 0.83 0.66 0.73

Tree Fine tree 67.9 53.3 67.1 0.83 0.75 0.83

Medium tree 64.6 47.9 63.1 0.83 0.69 0.80

Coarse tree 63.8 40.1 61.3 0.81 0.54 0.76

Ensemble Boosted trees 66.7 52.8 68.6 0.85 0.74 0.86

Bagged trees 76.0 69.0 73.7 0.87 0.86 0.89

Subspace discriminant 65.2 51.7 65.9 0.84 0.67 0.85

Subspace KNN 60.8 85.0 80.5 0.81 0.97 0.94

Rus boosted trees 65.2 53.1 67.8 0.86 0.72 0.87

AUC – area under the curve, GLCM – grey level co-occurrence matrix, HOG – histogram of oriented gradients, KNN – K-nearest neighbour, LBP – local binary 
patterns, SVM – support vector machine
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Fig. 4. Performance of fine K-nearest neighbour for brain tumour classification (A) confusion matrix (B) area under the curve

AUC – area under the curve, GLCM – grey level co-occurrence matrix, HOG – histogram of oriented gradients, KNN – K-nearest neighbour, LBP – local binary patterns, 
SVM – support vector machine

A B

the feature engineering approach (single-set feature and 
combined-set feature) is 91.1% accuracy and 0.96 AUC in 
the case of fine KNN. The confusion matrix and AUC curve 
are illustrated in Figure 4. Because the result revealed  
the accuracy to be more then 90% and AUC more than 
0.95, the proposed diagnostic system, i.e. fine KNN with 
a combination of features GLCM, HOG, and LBP, is a very 
good diagnostic model.

Conclusions

The brain tumour classification is an exploring research 
for machine learning people and medical practitioners be-
cause the deep learning approach is a black box method 
and medical practitioners are unable to analyse the ex-
act features of brain MRI for classification. The approach 
proposed in this article is challenging enough to the deep 
learning approach. The proposed method, i.e. fine KNN, 
achieved 91.1% accuracy and 0.96 of AUC. Furthermore, 
this model has the possibility to integrate in low-end devic-
es unlike deep learning, which requires a complex system. 
Again, the performance of the classification models may 
improve by the introduction of optimization techniques.

The authors declare no conflict of interest.
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